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Associated Trial(s):
- NCT01106677 - A Randomized, Double-Blind, Placebo and Active-Controlled, 4-Arm, Parallel Group, Multicenter Study to Evaluate the Efficacy, Safety, and Tolerability of Canagliflozin in the Treatment of Subjects With Type 2 Diabetes Mellitus With Inadequate Glycemic Control
- NCT00968812 - A Randomized, Double-Blind, 3-Arm Parallel-Group, 2-Year (104-Week), Multicenter Study to Evaluate the Efficacy, Safety, and Tolerability of JNJ-28431754 Compared With Glimepiride in the Treatment of Subjects With Type 2 Diabetes Mellitus
- NCT01137812 - A Randomized, Double-Blind, Active-Controlled, Multicenter Study to Evaluate the Efficacy, Safety, and Tolerability of Canagliflozin Versus Sitagliptin in the Treatment of Subjects With Type 2 Diabetes Mellitus With Inadequate Glycemic Control

What type of data are you looking for?: Individual Participant-Level Data, which includes Full CSR and all supporting documentation

Research Proposal

Project Title

The use of clinical experimental data to build personalized medicine models and the evaluation of their effectiveness and statistical significance.

Narrative Summary:

In medical practice, when more than one treatment option is viable, there is little systematic use of individual patient characteristics to estimate which treatment option is most likely to result in a better patient outcome. For instance, some diabetes patients may have better outcomes on metformin than on insulin (or vice-versa).

It would be valuable to have a way of (1) sorting these two types of patients using a statistical model (2) estimating how clinically impactful the model will be when it is used to determine treatments for future patients. This type of system is not available presently and it would be of tremendous use to clinicians and 29.1 million people with Diabetes.

Scientific Abstract:

Background: Physicians use clinical experience when deciding between two effective treatments to give to a patient. However, it has been shown that data driven modeling can outperform clinician personal decisions when it comes to choosing best treatment option.

Objective: Using data from clinical trials each comparing two or more treatments, we’ll create sorting rules that will use patient covariates to assign future patients to treatments and will test how well these rules perform when compared to random or uniform allocation.

Study Design: We employ a custom study design because our deliverables are (1) the quantified personalization advantage over business-as-usual and (2) its confidence interval and (3) its significance level. To do so, we make use of standard tools such as regression, imputation (if there is missing data) and the bootstrap.

Participants: The participants in our study will be people with diabetes who have participated in clinical trials comparing different treatments.

Main Outcome Measures: The main outcome measure is drop in A1C, but our significance test will be based on the
difference between the expected drop in A1C for future patients when our allocation rule is employed vs. when random or uniform allocation is used.

Statistical Analysis: Our sorting rule will be based on a simple linear model using first order interactions and our significance test will be done using a bootstrap approximation to the estimator for allocation rule advantage.

Brief Project Background and Statement of Project Significance:

Background

Consider an individual seeking medical treatment for a set of symptoms. After a diagnosis, suppose a medical practitioner has two treatment options, neither of which is known to be superior for all patients. How does the practitioner choose which treatment to administer?

Sometimes practitioners will select a treatment based informally on personal experience. Other times, practitioners may choose the treatment that their clinic or peers recommend. If the practitioner happens to be current on the literature of published RCTs, the studies’ “superior” treatment may be chosen.

Each of these approaches can sometimes lead to improved outcomes, but each also can be badly flawed. For example, in a variety of clinical settings, “craft lore” has been demonstrated to perform poorly, especially when compared to even very simple statistical models (Dawes, 1979). It follows that each of these “business-as-usual” treatment allocation procedures can in principle be improved if patient characteristics related to how well an intervention performs are taken into account.

These patient features can be used to construct a “personalized medicine model” (Chakraborty & Moodie, 2013). The need for personalized medicine is by no means a novel idea. As noted as early as Bernard (1865), “the response of the average patient to therapy is not necessarily the response of the patient being treated”. Since then, there has been much work done on finding moderators i.e patient characteristics that relate to differential drug response (Gail & Simon, 1985, Silvapulle, 2001, Dusseldorp & Van Mechelen, 2014); on building multiple-stage experiments using patient characteristics (Murphy, 2003, James, 2004); on model selection given the patient characteristics (Gunter et al., 2011) and much more. Our previous work, (Kapelner et al., 2014) provided a framework for evaluating such procedures by answering these outstanding questions on personalized medicine models:

How well do these models perform on future subjects?
How much advantages so these models provide to patients compared to the “naive strategies for allocating treatments currently used by medical practitioners?
How confident can one be about these estimates of patient “improvement”

Statement of Project Significance

Our work is of paramount importance as we seek to create personalized treatments for widely-used drugs that treat the world’s most pernicious diseases. The models we use are built with the RCT data you provide and evaluated for performance and significance using our open-source software that has been in use around the world over for a couple of years already.

Our procedure is general, but we choose to begin with diabetes. NCT01106677, NCT01137812, and NCT00968812 are clinical trials that compared canagliflozin to either glimepiride or sitagliptin (in combination with metformin for two of them). After our work is done, we will know which patients should be given each drug and how much better they are expected to respond to this personalization. Such models will also provide insight into the inner-workings of these drugs that has the potential to spawn future research.

Specific Aims of the Project:

Our project aims to (1) create diabetes treatment allocation rules and (2) test whether they perform significantly better than random allocation or “best allocation” (every patient is given the treatment that performed best on average in clinical trials). Our project will help physicians decide which treatment to give a specific patient, when deciding between multiple treatments.

We aim for a completely different type of analysis from the analysis conducted in the requested trials. Generally speaking, the requested trials studied the average differences between treatment regimens. They randomized diabetes patients into multiple groups, gave each group a different treatment, and assessed whether or not the
averages of the endpoints in each group were significantly different. Our analysis instead will find the average improvement with certain allocation rules. Therefore, we are not validating the original results. A treatment that is found to be better on average is not necessarily better for each patient and a treatment that is on average not found to be better or worse than another treatment may be more effective for certain patients. Our project will allow physicians to assign a patient to a treatment depending on which treatment will most likely work best for that patient.

What is the purpose of the analysis being proposed? Please select all that apply. Preliminary research to be used as part of a grant proposal
Other

Research Methods

Data Source and Inclusion/Exclusion Criteria to be used to define the patient sample for your study:
It is likely the vast majority of patient-level data will satisfy our broad requirements that are at the study level only.

(1) Randomization into at least two treatment conditions (the Diabetes drug regimens)
(2) sample size of at least 500

Main Outcome Measure and how it will be categorized/defined for your study:
The main outcome measure of our study will be the same as the primary endpoint from the trials from which we are requesting data. For our analysis of all three trials, we will be interested in the change in HbA1c at either 26 weeks or 52 weeks (depending on the study). We will be calculating the difference between the value of different allocation rules, and this value will be defined as the expected decrease in HbA1c when using this particular rule.

Main Predictor/Independent Variable and how it will be categorized/defined for your study:
In each of our analyses, treatment allocation is our main independent variable. For study NCT01106677, patient treatment will be either sitagliptin in combination with or canagliflozin both in combination with metformin and in study NCT01137812 treatment groups will be either canagliflozin or sitagliptin. For study NCT00968812 patient treatment will be either canagliflozin or glimepiride. For modeling purposes, the treatment allocation will be defined as a binary dummy variable.

Other Variables of Interest that will be used in your analysis and how they will be categorized/defined for your study:
The other variables of interest in our study are the patient level characteristics. These are our potential moderators inducing heterogeneous treatment effects. Likely many of the baseline variables that were collected in these studies fall into this category. The following is an example list of baseline variables that may affect treatment performance that could be included in our analysis.

Age
Sex
Race
Time from diagnosis
Weight
Systolic blood pressure
Diastolic blood pressure
History of Hypertension (Y/N)
BMI
Fasting blood glucose
HbA1c
Fasting insulin
Current Smoking Status
Past Smoking Status
HDL cholesterol
LDL cholesterol
Total Triglycerides
Triacylglycerols carbon number
Triacylglycerols double bond number
Prior Treatments
Additional Diseases / Comorbidities

Note that the more such possible moderating variables, the better as we will be able to fit better personalized medicine models.

**Statistical Analysis Plan:**
The analyses have three steps.

**Step 1.**
Here we first build a model that attempts to capture heterogenous treatment effects. This is similar to discovering “qualitative interactions” (e.g. Silvapulle, 2001). This model we call a “personalized medicine model” as it allows us to predict a new patient’s endpoint on both treatment alternatives and allows a practitioner to estimate the better of the two treatment alternatives.

To build this model we make use of standard tools. If the endpoint is continuous, we will use OLS regression; incidence, logistic regression; survival, the suite of the popular survival modeling techniques. If there is missing data, we will use multiple imputation. We will return to that discussion in Step 3. To induce heterogeneity, we will use first order interactions with the treatment allocation. Time permitting, we can examine more elaborate interaction models, even machine learning techniques.

We would like to stress that we do not need the personalized medicine model to be “true” or for its assumptions to be “true” in any absolute sense. This is a divergence from classical statistics that does indeed necessitate the model to be true and assumptions met for valid inference. We are only assessing if the model is useful and we turn to this now.

**Step 2.**
If we were to use this personalized medicine model in the future, i.e. use it to predict personalized treatments to new patients, how well would we do? This requires a definition of “how well” and necessitates a competitor for comparison purposes.

“How well” we will define to be the average outcome of the patient that is administered a treatment based on the personalized medicine model’s recommendation minus the average outcome for the competitor. The competitor we define in two ways (a) randomly allocating the two treatments and (b) always administering the treatment which does better on average in the RCT data. Thus “how well” is measured in the native units of the endpoint in the RCT data and thus it is interpretable e.g. “our personalized medicine model lowers fasting serum glucose by 12.7mg/dL on average OR lowers incidence of heart attacks by 15.2% on average OR increases survival by 1.9 years on average”. These numbers express the “advantage” of employing the personalized medicine model in the real world.

How are we able to estimate the personalized medicine model advantages in the future? Here, we employ 10-fold cross validation, an out-of-sample validation procedure that gives honest results of future performance (Hastie et al., 2013).

Note that “better models” will have greater personalization advantages. This is the main reason that the model does not need to be “true”, only “useful” in our context.

**Step 3**
Step 2 provides a point estimate to the personalization advantage. However, we would like to know the uncertainty in this estimate (confidence intervals) and whether it is statistically significantly different from zero, indicating a stable advantage of the personalized medicine model (hypothesis testing).

In order to provide confidence intervals and hypothesis testing, we make use of the bootstrap. We bootstrap estimates of the out-of-sample advantage metric. This is a rather elaborate, computationally expensive procedure, but it is asymptotically valid.
The open-source software implementation of all three steps is already available within the R package Personalized Treatment Evaluator currently available on CRAN (as package “PTE”). And thus, we can hit the ground running in your secure data access system.

**Project Timeline:**
We can start our proposed research program immediately upon access to the data. The analysis will take at most one month and writing a short paper will take at most two months. This timeline is comfortably within the limit of the 12-month access period.

**Dissemination Plan:**
We anticipate highly impactful, original and well-articated results. Thus, we plan to publish in a top journal such as NEJM or JAMA, etc i.e. prestigious journals that have not yet seen quantitative results concerning personalized medicine a la our research program.
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