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Project Title

A new randomization procedure: pairwise sequential randomization (PSR), properties and applications in both
causal inference and clinical trials.

Narrative Summary: 

In causal inference and clinical trials, balancing important covariates is often one of the most important concerns for
both efficient and credible comparison. However, chance imbalance still exists. To address this issue, we propose
a new procedure, called pairwise sequential randomization (PSR). With a large number of covariates or units, PSR
shows substantial advantages over the traditional methods in terms of the covariate balance, estimation accuracy,
and computational time, making it an ideal technique in the era of big data. The estimated treatment effect under
PSR attains its minimum variance asymptotically. Also PSR is widely applicable in both causal inference and
clinical trials.

Scientific Abstract: 

Background
As we know, randomization is the foundation for the treatment effect evaluation. In the framework of causal
inference although RR works well in the case of a few covariates, it is incapable of scaling up to address massive
amounts of data. In clinical trials, properties for balancing continuous covariates were not well investigated in
literature.
Objective
Our objective is to propose a new approach to generate a more balanced allocation and thus to improve the
subsequent analysis for both causal inference and clinical trails settings.
Study Design
We allocate units adaptively and sequentially by assigning one randomly chosen pair of units at a time. For each
pair of units, using their covariate information and the existing level of imbalance of the previously allocated units,
adjust the probability with which the pair is allocated to treatment groups to avoid imbalance.
Participants
We will utilize information about all participants(1452) obtained from the CANTATA-SU trial, NCT00968812.
Main Outcome Measure
The main outcome measure(yi) of this research is the change of HbA1C. As reported in the statistical case report,
the study were to evaluate the effect of canagliflozin compared with glimepiride on the change of HbA1C.
Statistical Analysis
We will allocate these units our proposed method, and further simulate the outcome variable using a linear
regression model which was fitted to the original data. Our analysis will be focused on the average treatment effect
under PSR compared with other different methods.

Brief Project Background and Statement of Project Significance: 

Traditional randomization methods often generate unsatisfactory configurations with unbalanced prognostic
covariates. The advantages of balanced covariates are at least threefold. First, covariate balance improves the
efficiency of estimation for the treatment effect. Second, it increases the interpretability of the estimated treatment
effect by making the units in the treatment groups more comparable, thereby enhancing the credibility of the
analysis. Third, it makes the analysis more robust against model misspecification. Consequently, covariate
imbalance can significantly undermine the validity of subsequent analysis. In the absence of covariate balance,
various problems must be addressed before a valid conclusion can be drawn.
In causal inference and clinical studies, if a significant imbalance exists, any inferences regarding the treatment
effect will be inaccurate, and any claims about the treatment effect will need to rely on unveriable assumptions.
Researchers must assess the balance in the covariate distribution before estimating the causal effect. In addition,
these adjustments often rely on at least a nearly correct model, which can be difficult to test.
More recently, covariate balance has attracted growing interest in the field of crowdsourced-internet
experimentation. Researchers increasingly recruit workers from online labor markets into their experiments.
Because of the nature of the recruiting process, a large number of workers with many covariates, typically are
enrolled in such studies, which consequently pose challenges for traditional randomization methods.
In the framework of causal inference, Morgan and Rubin have proposed rerandomization (RR). They propose to
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repeatedly randomize the units into treatment groups using complete randomization (CR), until certain the balance
criterion is satisfied. They has also assumed fixed equal numbers of units in two treatment groups and
demonstrated various desirable properties under rerandomization. Although rerandomization works well in the case
of a few covariates, it is incapable of scaling up to address massive amounts of data. For example, as the number
of covariates increases, the probability of acceptance, pa = P(M < a), of each complete randomization decreases
drastically, causing the rerandomization procedure to remain in loop for a long time. To compromise the
computational burden, one can increase a, which unavoidably leads poorer covariate imbalance.
In clinical trials, to balance important covariates, most existing methods are only for discrete covariates.
Discretizing continuous covariates is often less efficient and changes the nature of the covariates. A variety of
methods for balancing continuous covariates have been proposed in the literature: the methods based on ranks;
based on p-value; based on empirical cumulative distribution; based on kernel density, etc. However, the
performance of those procedures was usually evaluated by simulation studies, their theoretical properties are not
well investigated in literature. Also these methods are usually applicable for only a few covariates.

Specific Aims of the Project: 

In this research, we try to propose a new approach-pairwise sequential randomization (PSR), to generate a more
balanced treatment allocation and thus to improve the subsequent analysis for both causal inference and clinical
trails settings. The properties of the PSR procedure are illustrated both theoretically and numerically.
The advantages of the proposed method are: (i) For cases with a large number of covariates or a large number of
units, the proposed method exhibits superior performance, with more balanced randomization and less
computational time; (ii) The PSR procedure attains the optimal covariate balance, in the sense that the estimated
treatment effect under the proposed method attains its minimum variance asymptotically; and (iii) The proposed
procedure is designed for directly randomizing units with both continuous and discrete covariates. Therefore the
PSR procedure is widely applicable for balancing many important covariates in comparative studies.

What is the purpose of the analysis being proposed? Please select all that apply. 
Confirm or validate previously conducted research on treatment effectiveness
Research on clinical trial methods
Research on comparison group
  

Research Methods

Data Source and Inclusion/Exclusion Criteria to be used to define the patient sample for your study: 

We apply to use the real clinical trial data named CANTATA-SU, NCT00968812, to illustrate our proposed method.
In order to ensure sufficient observations, we don’t anticipate excluding any participants. We are able to produce a
much more balanced allocation units through our method, in that case we will check whether our method can
improve the accuracy of efficacy estimation and analysis. Moreover, as this data set contains multiple treatment
effects, we are able to extend our method to multiple treatment groups, compare the results under different
randomization methods and improve the accuracy of causal inference.
In this way, the proposed algorithm can be easily adopted in clinical trial studies where patients are sequentially
enrolled and the treatment is conducted after the individual enrollment. It is important to note that the proposed
method is designed for directly randomizing units with continuous covariates. Also the PSR procedure works well
for large p and n, while the other methods only work for small p. Moreover through simulation studies, we can show
that the above scenarios yield similar results in terms of covariate balance especially when sample size is large.

Main Outcome Measure and how it will be categorized/defined for your study: 

In this research, we have introduced a new randomization procedure for balancing the covariates to improve the
estimation accuracy for causal inference and clinical trials. Our main outcome yi is the change of HbA1C. As
reported in the SCR, the study were to evaluate the effect of canagliflozin compared with glimepiride on the change
of HbA1C. Similar to the analysis of this report, we will compare the durability of hemoglobin A1C
(HbA1C)-lowering efficacy in each canagliflozin group with the glimepiride group from Week 26 to Week 104. Thus,
we will compare the causal inference estimation through our randomization method compared with traditional
methods.
As mentioned above, using the covariate information and the existing level of imbalance of the previously allocated
units, we adjust the probability with which the pair is allocated to treatment groups to avoid incidental covariate
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imbalance. In this way, we are able to produce a much more balanced allocation of units and improve the accuracy
for causal inference and clinical trials.

Main Predictor/Independent Variable and how it will be categorized/defined for your study: 

Through the analysis of this real clinical trial, we found there are many predictors that influence our main outcome
variable(HbA1C). In order to have a more complete and comprehensive analysis, the predictor variables we wish to
obtain include but are not limited to the following: FPG; body weight; SBP; DBP; fasting plasma lipids, including
LDL-C, HDL-C, non-HDL-C, total cholesterol, ratio of LDL-C to HDL-C, and triglycerides; HOMA2-%B,
insulin/proinsulin (and ratio), and waist circumference and BMI. On the one hand, this predictor variables will be
treated as covariates for each observation when we allocate these units. On the other hand, under each patient
allocation scheme, we will further simulate the outcome variable using a linear regression model which was fitted to
the original data(our main predictor variables and the main outcome) . To closely mimic the original data, we will fit
the linear regression to the original data with the original patient allocation, store the residuals and the coefficient
estimates. Using the simulated outcome variable, we can estimate the average treatment effect under the
proposed method, rerandomization, and complete randomization.

Other Variables of Interest that will be used in your analysis and how they will be categorized/defined for
your study: 

We have listed the desired predictor variables in the previous section. If there are any other continuous variables in
this clinical trial that have impact on our outcome variable, please provide them to us.

Statistical Analysis Plan: 

We apply to use the data named CANTATA-SU, illustrate our proposed method using the real clinical trial data: A
Randomized, Double-Blind, 3-Arm Parallel-Group, 2-Year 104-Week), Multicenter Study to Evaluate the Efficacy,
Safety, and Tolerability of JNJ-28431754 100 mg and JNJ-28431754 300 mg Compared With Glimepiride in the
Treatment of Subjects With Type 2 Diabetes Mellitus Not Optimally Controlled on Metformin Monotherapy. In total,
there are 1452 patients and we will select some important continuous covariates into our study. We do need this
large sample size to guarantee the theoretical properties of PSR. The outcome variable yi, durability of hemoglobin
A1C (HbA1C)-lowering efficacy in each canagliflozin group with the glimepiride group was recorded to study the
treatment effect.
In the original study, the patients were randomly assigned to the treatment or control groups. We can calculate
corresponding Mahalanobis distance between different treatment groups and take this distance as a measure of
imbalance. That is,
(1)We first arrange all n units randomly into a sequence.
(2)Assign the first three units into three treatment groups randomly.
(3)Suppose that 3i units have been assigned to treatment groups, for the (3i+1)-th and (3i+2)-th units: (3a)if the
(3i+1)-th unit is assigned to treatment 1, the (3i+2)-th unit to treatment 2 and the (3i+3)-th unit to treatment 3, then
we can calculate the “potential” Mahalanobis distance between the updated treatment groups with (3i+3) units,
(3b)similarly, we can calculate the other “potential” Mahalanobis distance in all of the possible assignments.
(4)Assign the (3i+1)-th, (3i+2)-th and (3i+3)-th unit to treatment groups with a certain probability according to the
“potential” Mahalanobis distance.
(5)Repeat the last two steps until all units are assigned. If there is one or two units left, assign them to treatments
with equal probabilities.
Through the proposed method, we can get a more balanced assignment.
To compare, we repeatedly assigned these patients to treatment groups using the proposed method, complete
randomization, and rerandomization. And then plot the corresponding Mahalanobis distances. In order to compare
different sample sizes, we will replicate the data many times to generate a larger data set.
For each randomization method, we will further simulate the outcome variable according to the real clinical data.
Using the simulated outcome variable, we can obtain the average treatment effect under the proposed method. We
can imagine that the proposed method exhibits the best performance compared with other methods especially
under large sample size. It will yield the largest PRIV and the lowest variance. For rerandomization, a smaller
threshold results in better performance; however, this comes at the cost of a longer computational time and a lower
acceptance probability. Note that Because of the finite sample size, the optimal PRIV cannot be achieved. We can
see that if we increase the sample size, the PRIV of the proposed method is greatly improved and is close to
optimal, whereas that of the rerandomization method does not improve at all. The gain from the proposed method
is quite substantial.
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In addition, as the number of covariates increases, it is more efficient to balance only the most important
covariates; therefore, we will attempt to select the important covariates to balance in our proposed framework. We
consider that the proposed method may also be applied to balance important covariates in the field of
crowdsourced-internet experimentation.
Software Used: 
RStudio
Project Timeline: 

We are desperate for this request to be approved. We estimate that it will take a total of four months from the start
of the project to the completion of the report. If we are allowed to use this clinical trial data, we will begin our
research within half a month unless there are some special circumstances. We will concentrate our efforts on the
research and expect to have preliminary results within a month. As we know in order to achieve the same good
effect as pairwise sequential randomization, the rerandomization experiment needs many iterations. As we don't
know the performance of the secure data sharing platform, If it takes more time for the rerandomization experiment,
we will to extend the time to calculate the data to one and a half months. We will analyze the results obtained under
the pairwise sequential randomization, rerandomization and complete rerandomization, it may cost half a month.
According to this results and analysis, we will complete the manuscript in half a month and first submit for
publication. Finally we will send results report back to the YODA Project in a month.

Dissemination Plan: 

In this research, we combine pairwise sequential randomization (PSR) method with the clinical trial data. The main
objective is to generate a more balanced treatment allocation and thus to improve the subsequent analysis for both
causal inference and clinical trails settings. For cases with a large number of covariates or a large number of units,
the proposed method exhibits superior performance, with more balanced randomization and less computational
time. The PSR procedure attains the optimal covariate balance, in the sense that the estimated treatment effect
under the proposed method attains its minimum variance asymptotically. And the PSR procedure can be widely
applicable for balancing many important covariates in comparative studies.
As we know in the causal inference, if there is an imbalance in the covariates, it will affect the accuracy of the
treatment effect. Through this research we recommend that the experimenters use (PSR) for randomization. As
mentioned before, the proposed method has many excellent theoretical properties and the post-trial analysis will
also be straightforward. Any aspect of this work be publicly presented, suitable journals of this research may be
Biometrika and Biometrics.
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