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1 Background

1.1 Rare Diseases

A rare disease is defined in the EU as a disease that affects fewer than 1 person per

2,000 people [1], and defined in the US as a disease that affects fewer than 200,000 people

in the USA [2]. Despite this, 6-8% of the US and EU population are affected by rare

diseases [3]. Rare diseases are difficult to research, making them difficult to diagnose and

treat as a result.

Treatments for rare diseases often struggle to meet the requirements for the gold

standard clinical trial methodology, randomized control trials (RCTs). This is typically

due to a lack of participants available for the randomization process or ethical restrictions

assigning patients to control arms [4]. As a result, very few rare diseases have specific

pharmacological treatments [3].

1.2 Randomized Control Trials

RCTs are the gold standard of clinical research due to the randomization of participants

[5–7]. By randomly sorting participants into two or more groups, and assigning one for

each treatment and one placebo or standard of care, a study reduces the influence of biases

and possible confounding factors that come with observational clinical studies. RCTs

are often double-blinded, which means that neither the participant nor the researcher

knows which treatment arm is placebo. The random allocation of groups accounts for

numerous demographic characteristics, such as age, gender, sex, and ethnicity, that would

otherwise cause confounding. It is difficult to prove with complete certainty that a causal

relationship exists, however RCTs are the best current clinical trials method to providing

evidence for cause and effects in treatments.

RCTs are typically required for treatment or drug approval [6]. However, well-powered

RCTs require a larger number of participants than single-arm or observational studies

due to the random allocation of participants into two independent groups. RCTs can be

time-consuming and costly to run compared to other trial methodologies [5]. RCTs are

also difficult to perform in some circumstances, such as with rare diseases when there

may be less observational evidence supporting the novel treatments being tested [8].

Participants will often not want to be a part of a control or placebo arm for trials targeting

severe diseases, and so participant recruitment in these circumstances is difficult.
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1.3 Synthetic Controls

Synthetic control arms are control groups generated based on real-world patient data

with similar attributes to the experimental group [9]. They are typically designed

based on previous clinical trial data, observational study data, or external data (e.g.

electronic health records) [4]. Several studies had success in using synthetic control arms.

For example, one phase 1-2 trial looked at establishing novel indicators of survival in

acute myeloid leukaemia used a data pool of historical controls from Medidata’s archive

of trial data [10]; this study was able to analyse its primary outcomes of complete

remission, complete remission without hematologic recovery, and overall survival using

their single-arm trial combined with a synthetic control arm.

Another previous study used observational data to generate a synthetic control arm

matched to a clinical trial population [11]. Propensity scores were used to match

participants in the experimental arm to controls in PharMetrics, a US claims database.

A sufficient number of matched participants were selected in this way.

A recent study focused on using Electronic Health Records (EHRs) to develop a

synthetic control arm [12]; this study looked at the effect of a lifestyle intervention on

cardiovascular health metrics, and use propensity scores to match controls from EHRs to

participants in a single-arm trial. The use of EHRs allowed for a follow-up on the same

control arm participants 5 years later. Overall, external data from EHRs had mixed

reception, with some measurements being more useful than others in analysis.

Synthetic control arms are particularly useful in RCTs that would otherwise be

restricted by participant recruitment, cost, or ethics [13, 14]. These synthetic control

arms can cut the number of participants required to run an RCT by providing data to

represent the control or placebo group. This also solves the problem of ethics in cases

where giving participants the control or placebo could be detrimental to their health.

By reducing the amount of real participants needed, the overall cost to run the RCT is

reduced. The use of synthetic control arms in RCTs is gaining more legitimacy, with

recent approvals from the FDA featuring synthetic controls in their analyses [13,15,16].

1.4 Generative Adversarial Networks

Generative adversarial networks (GANs) are a type of unsupervised deep learning

model [17]. Originally developed as an alternative to computationally intensive Markov

chains, they feature two different modules inside a single model that communicate back

and forth. The first module is a generator, which creates data from an initial random
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set of values. The second module is a discriminator, which compares and measures

the difference between the generated data from the generator and a set of real data.

The information about the difference between the generated data and the real data is

backpropagated to the generator, allowing it to improve the algorithm it uses to create

data. This information is also sent back into the discriminator to inform it of which

data is classified as real and which is classified as generated in order to sharpen the

classification skills of the discriminator. This structure can be seen in Figure 1.
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Figure 1: The above figure shows the structure of a Generative Adversarial Network
model. The model has two main components, shown in gray: a generator, which creates
data, and a discriminator, which compares the generated data to an inputted training
dataset. The types of data that interact with the model are seen in blue, and include
the random data that is first put into the generator, the synthetic data that comes out
of the generator, and the real data that is used in the discriminator. The discriminator
uses backpropagation, taking information from comparing the real data to the synthetic
data and using that to instruct the generator to make more accurate synthetic data in
the next cycle. It also updates the discriminator on how well it did at differentiating
real data from synthetic data to improve the discrimination process. Discriminator loss
and generator loss are measurements of training that show the difference between the
generated data and the real data throughout the training procedure. Pearon’s Correlation
Coefficient is used for the final comparison of data generated by the model and original,
real data used for training.

GANs are part of a recent series of generative artificial intelligence models, contributing

to the development of famous uses such as GPT-4 [18]. GANs were initially suggested for

image data types, and have been used to make synthetic faces that look like human faces
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but do not belong to any real person [19,20]. However, they have also been successful

in generating other data types. Faces of missing people can be generated with a GAN

model using text description inputs [21]. The results generated by GANs can be weighted

within the model to help achieve specific training outcomes: for example, text generating

models can be rewarded for “promoting diversity,” or producing novel text combinations

and phrases [22]. In this way, GANs are very versatile; they can receive many different

data types, mixed data types, and even promote certain outcomes over others. Due to

their simple two-module system, they are adaptable and accessible for novel use-cases.

1.5 GANs for Health Data

GANs have recently been applied to health data for a variety of methods. The most

prevalent use of GANs in clinical studies is related to medical diagnostic imaging. A

total of 745 publications using GANs for medical diagnostic imaging were reported

between 2017 and 2022, according to a visualization analysis [23]. GANs have also

been used to generate synthetic clinical data previously, particularly for the purpose of

distributing medical information. Synthetic data created by GANs is not associated with

any individual, and is therefore more ethical to distribute; this is why GANs are being

used to anonymize electronic health records [24,25].

A further use of GANs in health data is seen in PSSAM-GANs (Propensity Score

Synthetic Augmentation Matching - Generative Adversarial Networks), which are used

to provide causal propensity score matching for nonlinear treatment assignments in

observational studies [26]. Using PSSAM-GAN has the added benefit of maintaining the

sample size without the use of IPW (Inverse Probability Weighting). The use of GANs

and other machine learning methods for synthetic control arms has been tested with

data from EHRs, but has yet to be applied to RCTs [27]; as of this proposal, there is no

published, accessible method for creating synthetic control arms for RCTs using GANs.

Aim

The aim of this project is to create a machine learning model that can generate

statistically indistinguishable control arms from experimental arms or previous, related

data, with the ultimate goal of being applicable to rare disease RCTs.
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Objectives

The three main objectives of the project are as follows:

1. Determining which of current synthetic control arm methods are viable for RCTs

2. Creating a machine learning model that can generate control arms based on

experimental arms or previous, related RCT data

3. Condensing the machine learning model and associated data cleaning processes

into a library or package to make it accessible for others

Methodology

1.6 Testing Current Synthetic Control Methods

There are three current methods for generating synthetic controls, each using a

different type of input data: previous RCTs, observational studies, and external data

(e.g. electronic health records). These three methods do not produce equal quality of

synthetic controls, with previous RCTs hypothesized to produce a much higher quality [4].

However, no research has measured the difference in quality of the synthetic controls

produced by these methods. It is important to know whether the difference in quality is

statistically significant, and by how much, so that future models can balance the need

for hard-to-get previous RCT data with an appropriate estimation of how much better it

is in producing models than observational data or external data. In order to measure the

difference in quality, three sets of synthetic controls will be made for the same treatment,

each using one of the different methods. Synthetic controls for external and observational

data will be generated using the Scpi package in R [28]. Synthetic controls based on

previous RCTs will be generated using the Tidysynth package in R [29]. These will be

compared to each other and the input data using Pearson’s Correlation Coefficient.

1.7 Data Sources and Simulation

A large amount of data will be needed in order to test the differences in synthetic control

methods and train the GAN model. Datasets will be requested from the Yale Open Data

Access (YODA) project for the testing of synthetic control methods [30]. YODA has

multiple datasets from RCTs and observational studies for the same treatments. Data
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will also be simulated using the Kerus software from Exploristics [31]. This software

can be used to generate statistically indistinguishable full datasets from summary level

statistics [32]. Using this method, summary statistics from published articles related

to treatments or diseases of interest can be utilized to generate a suitable copy of the

original data. Following this, the GAN model can be provided with enough full datasets

to generate a high-quality output. More data may be required for the testing of the

model.

1.8 Building the GAN model

The Pytorch library was used to build a GAN model in Python [33]. This model

was tested using a small sample of data from the Medicaldata package in R [34]; the

dataset “Polyps” was chosen for testing due to its small size and simple characteristics.

This dataset originated from the results of a 1993 RCT study of the nonsteroidal anti-

inflammatory drug Sulindac and its impact on familial adenomatous polyposis [35]. The

GAN model receives three data inputs: one column for demographic information, one

column for the percentage difference between the after-treatment value and baseline

value, and one column for labels of test group or control group. Data cleaning included

one-hot-encoding demographic characteristics and combining the binary digits into a

single column and converting all other column values to numeric values as needed. A

small sample size like this will not produce robust results within the model, and this

exercise was simply to build a working pipeline.

This equation describes the base loss of the GAN model:

L(ŷ, y) = [y.logŷ + (1− y).log(1− ŷ)]

L represents the total loss. y is the original data ŷ is the generated data.

L(D(x), 1) = log(D(x))

In this equation, y is set to 1 to represent the real data. D represents the discriminator,

and G represents the generator. ŷ is shown as a function of the discriminator, D(x).

L(D(G(z)), 0) = log(1−D(G(z)))

In this equation, y is set to 0 to represent the fake data. ŷ is shown as a function of the

discriminator, D(G(z)), with G(z) showing the input noise from the generator.
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The final loss of the discriminator uses a maximized output of the above equations:

L(D) = max[log(D(x)) + log(1−D(G(z)))]

The final loss of the generator uses a minimized output of the above equations:

L(G) = min[log(D(x)) + log(1−D(G(z)))]

The final combined loss of the model, including both the outputs of the discriminator

and generator, written for a single data point, is as follows:

L = min
G

max
D

[log(D(x)) + log(1−D(G(z)))]

When extrapolated to the entire dataset, this is shown as follows:

min
G

max
D

V (D,G) = min
G

max
D

(Ex∼Pdata(x)
[logD(x)] + Ez∼Pz(z)[log(1−D(G(z)))])

Pdata(x) is the original data distribution. Pz(z) is the input noise distribution.

The full code for the GAN model and data cleaning can be found here: https://github.

com/N-cizauskas/GAN-for-Synthetic-Controls

1.9 Limitations

A generative synthetic model can only create data as diverse and inclusive as the

datasets put into the model; with restrictions on the use of individual level patient

data, this will further restrict the diversity of the data being input. Having minimal

representation of minority groups (referring to broadly any group that is seen less within

the dataset) in clinical data is dangerous as it may cause model overfitting. In the case

of synthetic data, this would mean that certain characteristics of minority groups would

be generated more often than they occur in the real world. The knock-down effect of

this is that biased conclusions may be drawn as a result of the assumptions made by the

synthetic data generator. To ensure minority groups are adequately represented in the

final synthetic data outputs, the SMOTE (Synthetic Minority Oversampling Technique)

method may be applied [36]. This method creates synthetic data of minority groups

by combining them with closely related data. This will create novel combinations in

data fields, unlike methods such as up-sampling or imputation which would boost the

specific data fields already seen in these groups. Data closeness is determined by KNN
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(K-nearest neighbour), with the default used in SMOTE being K-5 [37].

Moreover, GAN models suffer from two common problems: mode collapse and vanishing

gradient [38]. Mode collapse is when the generator produces very similar values in its

generated datasets and the discriminator fails to find the best strategy to determine fake

vs real values [39]. As a result, the model will be stuck generating low variety datasets

in a loop. Vanishing gradient occurs during the backpropagation period of training,

where the network uses gradient descent to determine the minimum value of the loss

function [40,41]. Each iteration of training results in an update to its weight based on

the partial derivative of the error function. If the change to the weight is too small, it

will not update, and the gradient will not continue. This causes gradient-based learning

models, like GANs, to be stuck without any way of continuing the training procedure.

To combat these two problems, there are a variety of GAN subtypes and modifications

that can be used [41–45]. There are also other machine learning models that are not

affected by these limitations, such as LSTM (Long-Short Term Memory) models [46, 47],

that use a memory-based infrastructure to retain information from previous iterations

and compare it to current ones in order to measure weight and determine importance of

change. This infrastructure could be implemented into the backpropagation phase of a

GAN model if necessary.

Machine learning models are generally difficult to explain as a result of their ”black

box” algorithmic learning. In order to make the model more explainable, a series of tests

will need to be developed. For example, changing the input data by adding or subtracting

numbers within a set range and determining the range needed to significantly change the

output data is one way of describing the model. More tests will need to be designed to

better explain the model.

Training models on similar data to rare diseases requires a concrete understanding

of similarity and a clearly understandable measurement of error. Matching of rare

disease trials to other trials will be based on disease, symptoms, demographic affected,

treatment, and genotype. This is not a perfect matching system, and will be limited by

the availability of data. Some rare disease datasets will have closer matches than others.

As a result, this is not designed to be a replacement for a randomized control trial; this

model is made to be a last resort for rare diseases that are unlikely to receive funding or

participation for a randomized control trial and have no other way to provide evidence

for treatments.
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Ethical Issues

This is a primarily methodological project. Clinical datasets will be used for training

and testing the models, but these will be publicly available, simulated, or anonymized by

the data provider to not disclose individual level patient data. No ethical approval is

required for this project.

There are ethical concerns regarding the use of full simulated datasets generated from

summary level statistics: with statistically indistinguishable data being recreated, it is

possible to accidentally generate an individual patient’s data in full - particularly for

minority patients. To prevent this, A K-anonymity of at least 3 will be required for

each simulated dataset. K-anonymity is the number of individuals that have entirely

unique data entries within the dataset [48, 49]. In other words, a K-anonymity of 3

would mean that there are at least 3 individuals within the dataset that have the same

entry fields, for every used combination of those fields. Using a K-anonymity of 3 would

ensure that no individuals would have their privacy risked during the simulation of data;

the downside of this is that it may limit the specificity of the data and/or the number

of individuals present from minority groups from some studies. However, as a result

of recent concerns regarding ethical use of scraped training data for generative models

among both researchers and the general public [50–52], this was deemed a necessary loss.
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Personal Development Plan

Training Course Offered By Timeline

Leveraging External Information Newcastle University July, 2023 (taken prior to start)

Design and Analysis of Precision Medicine Trials Newcastle University September, 2023

Statistical Computing, Statistical Inference Academy for PhD Training in Statistics (APTS) December, 2023

Applied Stochastic Processes, Statistical Modelling Academy for PhD Training in Statistics (APTS) April, 2024

Computer Intensive Statistics, High-dimensional Statistics Academy for PhD Training in Statistics (APTS) July, 2024

Causal Inference, Statistical Machine Learning Academy for PhD Training in Statistics (APTS) September, 2024

Building an R Package Jumping Rivers Unknown

Literature Review Newcastle University Unknown
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Gantt Chart for PhD Plan
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