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Research Proposal

Project Title

Time-series insights into diabetes treatment - using a fine-tuned CGM foundation model to improve treatment outcomes

Narrative Summary:

Diabetes is a pressing health issue globally. We aim to investigate the potential of advanced learning approaches to improve the results of clinical trials by predicting treatment responses for individual patients. We will utilize proprietary data to enhance time-series based learning techniques in order to identify nuanced patterns in CGM data that correlate with treatment efficacy. Our research will focus on developing a methodological framework, paving the way for a deeper understanding of diabetes management. The anticipated outcome of our study is to establish a robust model capable of guiding clinical decisions, ultimately improving patient-specific diabetes treatment.

Scientific Abstract:

Background:
Diabetes, a rising health concern world-wide, demands improved treatment strategies. Advancements in Continuous Glucose Monitoring (CGM) and machine learning offer new avenues for personalized treatment approaches.

Objective:
To leverage advanced learning techniques, particularly time-series analysis, to predict individual treatment responses from CGM data in order to enhance diabetes treatment personalization and efficacy.

Study Design:
This research will employ proprietary CGM data from the Human Phenotype Project (HPP, previously called 10 K project (1). By integrating exploratory analysis tools like CGMap and IGLU and time-series based learning, we aim to refine predictive models for diabetes care.

Participants:
All participants who have more than 24 hours of CGM data available.

Primary and Secondary outcome measures:
Primary outcomes include the accuracy of treatment response predictions. Secondary outcomes are improved patient segmentation based on treatment efficacy and the identification of predictive markers for drug responsiveness.

Statistical analysis:
Our analysis will span descriptive, bivariate, and multivariable techniques, including machine learning models fine-tuned on the cohort data. We will evaluate model performance through cross-
validation and other relevant metrics, aiming to establish a robust framework for clinical decision support.

**Brief Project Background and Statement of Project Significance:**

Recent estimates suggest that around 6% of the world's population suffers from diabetes (~529 million people). This corresponds to approximately 38 million years of life lost due to roughly 1.7 million disease-related deaths (2). Additionally, it was recently estimated that ~9% of adults have impaired glucose tolerance, a number that is projected to increase significantly over the next two decades (3). Diabetes and related conditions are therefore major concerns for public health, worldwide.

Continuous glucose monitoring (CGM) devices measure the level of glucose in the interstitial fluid, which correlates well with blood glucose levels. The advantages of CGM usage in patients with diabetes was previously recognized (4), and recently stated to be an important component of future clinical trials concerning diabetic patients (5).

The 10 K cohort is a large-scale, prospective, longitudinal cohort of 40-70 years old Israeli individuals (1), containing, among other things, a 2-week CGM for each participant.

It was demonstrated that advanced statistical methods can improve our ability to describe diabetic patients (e.g. glucodensities (6)), and there are several available tools for the effective analysis of this data (e.g. (7),(8)). Additionally, it was shown that treating CGM data as time-series data can assist with treatment response prediction (9). Foundational models are able to generalize insights on new datasets that were not presented during training. Recent advancements have enabled this type of model for time-series data, and it is possible that such models could be used to enhance our understanding of diabetes through CGM data (10). We propose to apply these kinds of models on CGM data from clinical trials after it has been fine-tuned on sufficient data, in order to predict response to anti-diabetic treatments.

**Specific Aims of the Project:**

- **Predict Individual Treatment Responses:** Utilize time-series analysis to predict how individuals with diabetes respond to specific treatments (DDP4 inhibitor, SGLT2 inhibitor).
- **Methodological Advancement:** Develop and refine a methodological framework by integrating time-series based learning techniques with proprietary data from the 10 k cohort.
- **Patient Segmentation and Treatment Optimization:** Identify patterns within CGM data that correlate with positive treatment outcomes, facilitating a nuanced segmentation of the patient population. This aims to optimize treatment strategies by aligning them more closely with individual patient profiles and needs.
- **Enhance Scientific and Medical Knowledge:** By analyzing CGM data through the lens of advanced learning approaches, this project seeks to create new scientific knowledge that can be directly applied to enhance medical care for individuals with diabetes.

By focusing on individualized treatment response predictions and leveraging a rich dataset, we aim to advance the understanding and management of diabetes, with the potential to improve outcomes for millions worldwide.

**Study Design:**

Methodological research

**What is the purpose of the analysis being proposed? Please select all that apply.**

- Develop or refine statistical methods
- Research on clinical prediction or risk prediction
Research Methods

Data Source and Inclusion/Exclusion Criteria to be used to define the patient sample for your study:

Proprietary dataset from the 10k cohort study, including CGM data and comprehensive demographic and clinical information on participants.
Inclusion Criteria: All participants who have more than 24 hours of CGM data available.

Primary and Secondary Outcome Measure(s) and how they will be categorized/defined for your study:

Primary Outcome:
Patient Segmentation Efficiency: Evaluation of the model's ability to accurately segment patients based on their predicted response to treatment, assessed through clustering quality metrics.

Secondary Outcomes:
Predictive Accuracy: The precision and recall of treatment response predictions, determined through cross-validation and comparison with actual treatment outcomes.

Main Predictor/Independent Variable and how it will be categorized/defined for your study:

The primary predictor in our study will be the individual patient's CGM data and other demographic and clinical information. These variables will undergo quantitative analysis and categorization based on established clinical thresholds for glycemic control (e.g., HbA1c levels). They will form the dataset input for the model, influencing its output and serving as crucial indicators for predicting response to various diabetes treatments.

Other Variables of Interest that will be used in your analysis and how they will be categorized/defined for your study:

Other variables of interest include other demographic and clinical information. These variables will undergo quantitative analysis and categorization based on established clinical thresholds for glycemic control (e.g., HbA1c levels). They will form the dataset input for the model, influencing its output and serving as crucial indicators for predicting response to various diabetes treatments.

Statistical Analysis Plan:

Data preparation and Exploratory Analysis:
Data cleaning: standardize and apply transformation to skewed variables, address missing data. Exploratory data analysis (EDA): conduct initial analysis to understand distributions, patterns and outliers. Visualize CGM time-series data, identify preliminary patterns of response to treatment. Additionally, perform covariate analysis to assess the influence of other demographic and clinical variables on treatment response.
Basic Analysis using CGMap and IGLU:
Utilize CGMap to calculate CGM metrics (mean glucose, glycemic variability etc).
Utilize IGLU for metrics including glucose management indicator (GMI) and other metrics. Clustering for patient segmentation: Apply unsupervised learning techniques such as PCA, UMAP and HDBSCAN to segment patients into clusters based on similarities in CGM data patterns. Utilize statistical tests to study inter-cluster differences in treatment response. Treatment response prediction and Identification of Responders and Non-responders
Training a model for treatment response prediction by incorporating features extracted from CGMap and IGLU and a training set selected from the clinical trial data. Using baseline measurements, predict the response to DDP4 inhibitor and SGLT2 inhibitor.
Using baseline measurements and one of the treatments, predict the response to the other treatment.
Using baseline measurements and the first X hours of a treatment, predict the final response to the treatment.

Advanced Time Series Characterization based on the TimeGPT foundation model:
Fine-tune the foundation model on a subset of the preprocessed CGM data from the 10 K cohort in order to build a CGM time-series model.
Feature extraction and time series analysis - extract relevant features such as time-series embeddings from CGM time-series data (possibly: complex temporal patterns, trends), then perform analysis on extracted features. For example: change in features due to treatment.
Train a model for treatment response prediction by incorporating the fine-tuned CGM time-series model and a training set selected from the clinical trial data, as described in (4a).

Model Evaluation and Validation
Compare the relation between metrics in feature space (3a, 5b) and treatment response. For example, distances between samples within a group who responded well to the treatment compared to the distance between groups of samples (responders and non-responders).
Utilize N-fold cross-validation to train a treatment response predictor (4a, 5c) on the clinical trial data. Evaluate based on ROCAUC, precision and recall.

Software Used:
Python

Project Timeline:
Months 1-2: Define goals and preprocess CGM data, perform EDA on trial data (basic CGM analysis - CGMap, IGLU).
Months 3-6: Fine-tune TimeGPT with CGM data.
Months 7-8: Extract features and enhance predictive models using TimeGPT.
Months 9-10: Perform advanced analysis and refine models.
Months 11-12: Finalize report and prepare manuscript for publication.

Key Milestones:
End of Month 2: Preprocessed dataset ready.
End of Month 6: TimeGPT fine-tuned.
End of Month 8: Predictive models enhanced.
End of Month 10: Model refinement and advanced insights complete.
Analysis Completion Date: End of Month 10.
Manuscript Drafted: Month 11.

First Submission for Publication: By Month 12.

Results Reported Back to YODA Project: By Month 12.

Dissemination Plan:
We aim to publish our findings in top-tier journals such as Nature Medicine or NEJM, targeting a broad audience across diabetes care and medical research. Plans include presenting at international conferences like ADA and EASD. By choosing open-access options, we ensure wide accessibility, benefiting healthcare professionals and fostering advancements in personalized diabetes management.
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