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Statistical Analysis. At each visit t, we will predict next-visit (t + 1) occurrence of any of
three events—study-defined relapse, treatment disengagement, or a new adverse event—
using only information available up to t. Features will include baseline
demographics/illness history/psychopathology and visit-level signals: last observed
PANSS (total/subscales), change from baseline and from prior visit, short-term trend over
the last 2-3 visits, a subject-specific random-slope and fitted level estimated from the
person’s history < t, volatility (EWMA and rolling SD), time on treatment/dose, adherence
flags, recent AEs, and site/trial indicators. We will compare mixed-effects logistic
regression (random intercept for participant; optional random intercept for site and
random slope for time), a discrete-time survival model (clog-log link for interval risk), and
regularized/ML classifiers (elastic-net logistic; gradient-boosted trees with early stopping).
All preprocessing (imputation, scaling) and hyperparameter tuning will occur inside
training folds (nested CV). Generalization will be assessed with leave-one-site-out (and
when applicable leave-one-trial-out) cross-validation and rolling-origin evaluation (always
predict t + 1from < t). We will report AUROC, AUPRC, Brier score, and calibration
(slope/intercept), applying class weights forimbalance. For interpretability, participants
will be ranked by predicted next-visit event risk and split into tertiles (Low/Medium/High); if
any stratum is <10% of the sample, it will be merged with an adjacent stratum. Separation
will be tested via a mixed-effects model with a stratum x time interaction, and we will plot
cumulative incidence by stratum; feature importance will use standardized coefficients
(regression) and SHAP values (trees).




